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Contemporary supercomputers comprise clusters of nodes whose collective performance 
depends strongly on data bandwidth across the interconnect fabric. This places cable 
assemblies squarely in the critical path to system performance. The accurate 
measurement and characterization of cable assemblies can make or break speed records. 
A fundamentally sound methodology of interconnect characterization includes proper 
error correction techniques in Vector Network Analyzer-based Physical Layer Test 
Systems. Since many digital design engineers are confused by variations in de-
embedding, gating and calibration processes, this paper will explain the differences 
between these techniques and demonstrate how they enable the ultra-fast hardware 
required by supercomputers. 
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While supercomputers may be more commonplace than they were at the dawn of the 
information age, the dream of harnessing the raw horsepower of thousands of processor 
cores remains elusive.  Some algorithms are more serial by nature and do not lend 
themselves to being divided into thousands of tiny numerical pieces.  Those that are 
parallel by nature still require the support of compilers tailored to a rather unique 
computational platform to take full advantage of the algorithm and the hardware.  Once 
these obstacles are overcome, communication between processor cores becomes the 
bottleneck. 
 
Imagine a computing platform that uses 1,000 cables to form the fabric between 
processor elements.  If an application requires all processors to work in concert over the 
mesh for some number of days, it is easy to appreciate the high degree of sensitivity to 
correctable errors on the fabric.  Every bit error forces a retry.  Communication across the 
cable already imposes a latency tax on the application, and a high rate of retries can grind 
performance into the dirt. 
 
There is a direct correlation between the performance of a highly parallel code and our 
ability to model and measure the electrical characteristics of a cable assembly. 
Atmospheric simulation is one example of an application that requires lower bit error 
rates than contemporary industry standard specifications for chip-to-chip interfaces.  The 
National Center for Atmospheric Research (NCAR) uses the Community Climate System 
Model (CCSM) to analyze weather behavior on a global level1.  This model comprises 
four separate models that interact with each other under the direction of the CCSM. 
 
Community Climate System Model 
1. Community Atmosphere Model (CAM) 
2. Community Sea Ice Model (CSIM) 
3. Community Land Model (CLM) 
4. Parallel Ocean Program (POP) 
 
Figure 1 shows a simplified view of the CAM.  It divides the troposphere into cells 37 by 
37 km in latitudinal and longitudinal directions and roughly 2 km in the vertical direction.  
The model extends 30 km upward from the surface of the Earth, reaching into the lower 
stratosphere.  It solves for pressure, temperature, and density of water vapor within each 
cell.  It also tracks water vapor moving across the cell boundaries by applying the 
conservation of energy, mass, and momentum and the equations of motion. 
 
Using the BlueIce computing platform, the Community Climate System Model can 
simulate one year of global weather in one week (123,000 CPU hours) taking 8760 one 
hour time steps.  IBM recently installed a Power6 p575 supercomputer at NCAR dubbed 
BlueFire, and the next-generation Power7 platform is currently in development.  Data for 
CCSM running on BlueFire were not available at the time of submission. 
 

                                                 
1 http://www.vets.ucar.edu/vg/T341/index.shtml 



 

 
Figure 1.  Simplified Community Atmospheric Model 

 
The BlueFire supercomputer node card comprises 16 dual-core Power6 processors 
running at 4.7 GHz and 64 4 GB DDR2 DIMMs running at 533 Mbps for a total memory 
capacity of 256 GB per node card.  Within the same node card, Power6 processors 
communicate with each other across a proprietary interface. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  BlueFire compute node block diagram 
 
Between node cards, data must first stop at an IO card before making the hop across a 5 
Gbps InfiniBandTM2 link.  The Power6 processor talks to an IBM IO chip, which converts 
the data into a PCI Express stream before passing it along to the PCI Express-to-
Infiniband bridge chip.  Each frame can hold 14 processor nodes. 
 

                                                 
2 InfiniBand is a trademark of the InfiniBand Trade Association 
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Compliance with an industry standard specification is a critical step toward enabling 
performance of a demanding application on a given platform.  For comparison, consider 
the well-known PCI-express standard, which allocates jitter to the reference clock, 
transmit chip, receive chip, and interconnect media.  At 2.5 Gbps, InfiniBand uses a 
similar budget that allocates roughly equal portions of jitter to the transmit chip, receive 
chip, and interconnect media. 
 
At 5 Gbps, PCI-express still uses a jitter budget and eye mask, but InfiniBand falls back 
on a channel s-parameter specification for the chip-to-chip link because the eye may very 
well be closed at the receiver input. Since the cable is a sub-component of the link, it still 
has an open eye.  The InfiniBand Double Data Rate (DDR, 5 Gbps) cable insertion loss 
specification is plotted in Figure 3. 

 
 

 
Figure 3.  InfiniBand DDR cable insertion loss specification 

 
Given actual hardware and a signal source of known jitter, we can measure the eye and 
bit error rate.   However, a cable that meets the InfiniBand s-parameter and eye mask 
specifications may not produce an acceptable bit error rate for a platform that requires 
simultaneous functionality of thousands of cables. 
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The majority of the high speed cabled data links in use today are differential.  Key 
performance parameters for these cables therefore include the differential insertion loss 
(SDD21), differential return loss (SDD11), near and far end crosstalk (NEXT and FEXT, 
respectively), eye opening, and jitter.  Other related parameters include in-pair skew 
(which manifests itself as insertion loss), transient impedance (which shows up in return 
loss), and common mode conversion (SCD21 primarily) which affects Electromagnetic 
Compatibility.  This paper will concentrate on the measurement of insertion and return 
loss and some of the influences on the accuracy of those results. 
 

2.51.5

-5

-10

-15

-20
0.5 1.0 2.0

0

GHz

dB

sdd21

 



 ���	!�"����	������	
One of the keys to accurate measurements of high speed cables is using high quality test 
fixtures for making the measurements.  In addition, the calibration methods and error 
correction techniques used for what are commonly referred to as “de-embedding” or 
“adapter removal” are also important.  The general term “calibration” is acceptable in 
most signal integrity applications to refer to pre-measurement error correction techniques, 
while “de-embedding” is loosely referred to as a post-measurement error correction 
technique. The important thing to remember for keeping the terminology straight is this: 
de-embedding implies that the full s-parameter file (or Touchstone file) is utilized for the 
structure that is to be de-embedded.  
 
The insertion loss of typical test fixtures can be comparable to that of the wiring losses on 
the adapter cards with which the cable under test will be used, so is not negligible.  In the 
example of an early InfiniBand cable test fixture the insertion loss is 1.9 dB at the Double 
Data Rate fundamental frequency of 2.5 GHz.  The plot in Figure 4 shows the differential 
insertion loss of the 2X reference thru on an early test fixture for measuring a 12X 
InfiniBand cable.  A reference “thru” of some nature is necessary to remove the effects of 
the fixture on the measured data.  The plot also shows some ripples and non-monotonic 
behavior that may be caused by the structure of the cable, its materials, the design and 
manufacturing of the fixture, or a combination thereof.  Significant contributors to 
inaccurate test results include impedance mismatches and discontinuities, via stubs, skin 
losses due to narrow traces, dielectric loss in the dielectric material, poor launch design 
and unrepresentative calibration structures. 

 
Figure 4.  Photo of early InfiniBand cable test fixture and insertion loss of reference pair  
 
Figure 4.  Early InfiniBand test fixture and insertion loss plot for reference pair 
 
The photograph in Figure 4 shows the fixture with 1X and 2X reference thrus used for 
de-embedding the fixture contribution as well as the end launch connectors used to 
connect the test equipment cables for measurement of the device (in this case a cable) 
under test (DUT).  Note that any calibration structures such as shorts, opens, loads, and 
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reference thrus must be carefully designed in order to be usable. These structures should 
replicate the DUT interface as closely as possible to avoid introducing inaccuracy in the 
measurements due to differences in topology from that which will be measured. 
 
The ideal objective is to remove the effects of the fixture from the measured data, so as to 
obtain the critical electrical parameters of the DUT alone by measurement.  The 
measurement results may also be used to extract data in the form of a Touchstone or other 
file for use in simulating the cable in an overall channel model, without the fixture traces 
and connectors.  Some of these de-embedding techniques rely on a “1X thru” trace or pair 
for removal of the fixture effects while others use a “2X thru.”  Such a 1X structure is 
shown in Figure 5. 
                   

 
 
 
 
 

 
 
 
 

Figure 5.  Test fixture de-embedding structure 
 
 
 
 

Figure 5.  Test fixture DUT interface and de-embedding structure 
 
There is often a problem with the 1X thru reference, what will be referred to here as the 
“extra” SMA.  It’s the connector at the “output” end of the reference trace (or pair) to 
which one would connect the test cable(s) to the instruments for measurement of the thru.  
This is of course is not how one would normally connect to the DUT (unless it’s an SMA 
cable, of course).  This connector, typically an SMA or similar, would not be present in 
the case of the real cable under test - the cable’s mating receptacle would be there 
instead, and could have significantly different electrical characteristics. 
 
Figure 6 contains a photo of a later, improved design12X InfiniBand test fixture.  It is not 
the objective here to critique or criticize any specific company’s design, it’s just one 
example of the many test fixtures available.  This one contains both 1X and 2X reference 
thru pairs as did the original “early” design described above, but adds on-card calibration 
as well as crosstalk test structures in the areas shown in the photograph.  The latter are 
included to potentially allow measurement of the crosstalk generated due to coupling in 
the fixture itself. 
 
The plot in Figure 6 shows the differential insertion loss of the 2X reference thru on the 
improved 12X InfiniBand test fixture.  Comparison to that of the early design shows 
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much less ripple in the characteristic as well as lower insertion loss overall, with 1.2 dB 
instead of 1.9 dB at 2.5 GHz. 
 
 

 
Figure 6.  Improved InfiniBand test fixture and 2X reference insertion loss plot 
 

The plots in Figure 7 show the return loss of the two fixtures on a DUT cable pair.  Both 
designs have only about 6 dB of return loss at 4 GHz, though the improved design does 
show somewhat better return loss between 0 and 4 GHz. This improvement is entirely 
due to the improved launch connector characteristics.  In this case, the early design was 
changed from an end launch to a surface mounted SMA connector, and more attention 
was given to the internal construction of the card to avoid impedance discontinuities. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.  Return loss plots of early and improved test fixtures (vertical units are 
10dB/division). 
 
The performance of a test fixture of course includes more than just the traces – the 
electrical quality of the launch connectors is another big factor.  Figure 8 compares the 
two fixtures’ time domain profiles on a DUT cable pair.  One will observe that the end 
launch SMA connectors used on the early fixture was not a clean transition to the board – 
the transient impedance through the connector varies between about 85 and 130 Ohms 
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while on the improved design it’s about 95 to 104, a big improvement.  At the same time, 
the DUT interface matching actually is better on the early board, with a minimum 
impedance of 90 Ohms as compared to the improved design at around 62 Ohms.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.  TDR plots of early and improved test fixtures (vertical units are 10 
Ohms/division). 
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There are a number of calibration techniques that have been developed for use with 
network analyzers.  The most common is the Short-Open-Load-Thru (SOLT) method 
which requires use of one standard of each of those types.  Test equipment companies 
have also recently developed Electronic Calibration (a.k.a. Ecal) accessories that greatly 
speed up the calibration process.  In either case the calibration is typically done 
referenced to the end of the test cables that are used to connector to the Device Under 
Test (DUT).  From that point different approaches can be taken, the simplest of which 
will be referred to here as “algebraic” de-embedding.  With this technique the magnitude 
of the insertion loss of the DUT plus fixture is measured at each frequency of interest and 
the magnitude of the insertion loss of the “2X” fixture thru is simply subtracted at each 
frequency to obtain the insertion loss of the DUT.  This technique subtracts out the 
magnitude of the fixture loss but is limited in that it ignores the phase characteristics of 
both the DUT and the fixture. This method can be used with either a scalar or vector 
network analyzer since it doesn’t require the phase information.  However, it does not 
permit extraction of the s parameter data for the de-embedded DUT because it’s only a 
scalar method. This algebraic de-embedding is in slight contrast to the full or “true” de-
embedding that has been defined earlier in this paper. 
 
A better technique involves measuring both the magnitude and phase of the DUT and a 
1X reference thru and the resulting Touchstone files are matrix divided to remove the 
effect of the fixture from the measurement.  This of course requires the use of a vector 
network analyzer since the phase information is required, but also allows for export of the 
de-embedded s-parameter data for use in simulation tools.  This technique has its own 
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limitations in that measurement of the 1X reference thru can be inaccurate due to the 
“extra SMA” problem discussed earlier.  A third method of SOLT calibration involves 
inclusion of the calibration standards on the fixture itself as on the improved InfiniBand 
fixture or a separate card made from the same PCB panel.  If the standards are carefully 
designed this can be a practical solution, but it is not a trivial task.  In addition, it is also 
not necessarily straightforward to derive the necessary electrical parameters associated 
with the standards for use in performing the calibration which are typically supplied by 
the manufacturer of the calibration kit in the case of purchased standards.  Let’s examine 
the results from some of these techniques when used to measure an InfiniBand cable 
using the test fixtures described earlier. 
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Figure 9 shows the results using the algebraic de-embedding method and the early test 
fixture.  Recall that the launch mismatch on this fixture had already been of concern.  The 
curve shapes look pretty similar, with no sign of gross problems. As a sanity check let’s 
look at results from another method and compare them. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9.  Cable insertion loss, raw measurements and de-embedded (algebraic) methods 
(vertical units are 5dB/division). 
 
 
Figure 10a shows the results of the Touchstone de-embedding with the 1X reference thru, 
which shows an obvious problem around 6 GHz where the de-embedded passive cable 
exhibits non-passive behavior indicated by positive gain.  This is not good behavior for a 
passive device and will likely cause the simulation to produce erroneous results if indeed 
it runs at all.  Some of the possible causes for this include inaccurate instrument 
calibration, the “extra SMA” described earlier, a corrupt de-embedding file, etc. 
In order to get around the extra SMA problem another method was employed for 
measuring the 1X reference thru.  The DUT connector was removed and a probe 
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measurement was performed on one of the DUT pairs from the SMA launch to the pads 
where the DUT connector would normally be attached.  This method eliminates the extra 
SMA and therefore should provide more accurate results. 
 
Figure 10b shows the result using a Touchstone file extracted from measurements using a 
microprobe at the DUT pad location to eliminate the extra SMA mentioned earlier.  The 
results again are non-passive, indicating a possible problem with the de-embedding file.  
Figure 11a shows a picture of the microprobe on the test fixture pads, while Figure 11b is 
a plot of the Touchstone file passivity check showing the frequency ranges in which the 
data are non-passive.  These de-embedded results are therefore not usable at higher 
frequencies. 
 

 
Figure 10.  Cable insertion loss, de-embedded using Touchstone methods with extra 
SMA (a) and microprobe (b) (vertical units are 10dB/division). 
 
 

 
Figure 11.  Microprobe (a) and results of Touchstone file passivity check (b). 
 
Table 1 gives a summary comparison for the two fixtures using various de-embedding 
methods discussed.  Most of the points match well, but there are some that are obvious 

   

    



outliers compared to the others.  This would indicate some problems with the data that 
need to be investigated further.  The microprobe results at 5 and 10 GHz are especially 
suspicious given the large difference between those values and those for the other 
techniques at the same frequencies. 
 
Some of the more advanced calibration techniques that have been developed include thru-
reflect-line or TRL (thru-reflect-line), LRL (line-reflect-line), and LRM (line-reflect-
match).  Many of these techniques were developed at the US National Institute of 
Standards and Technology and use on-board calibration structures but of a different type 
than SOLT.  No Short or Open standards are required, which is good because they are 
typically the most difficult to design with the good electrical properties needed to provide 
accurate results.  Another advantage is that there is less dependence on the quality of the 
test connector launches than in the case of some other techniques. Detailed discussion of 
those techniques is beyond the scope of this paper, but there are a number of references 
available in the literature on the subject3 4. 
 
Of the many error correction techniques available on multiport systems, the most popular 
is SOLT (Short-Open-Load-Thru). This can easily be done with an electronic calibration 
module that has all the characterized standards built into one small box under USB 
control. It is possible to connect the 4-port electronic calibration module multiple times to 
accommodate the higher port count systems. For example, to calibrate a 12-port VNA, 
the Ecal can be connected 3 different times for a total of 4x3 or 12 ports calibrated. This 
whole process takes about eight minutes. The alternative is to use a mechanical 
calibration kit, but the 12-port calibration takes much longer. Hence, the Ecal is very 
popular for SOLT for high port count VNAs. 
 
 De-embedding method 

Algebraic w/ 
ECal to cable end 

Algebraic w/ 
ECal to cable end 

SOLT to cable end, 
Touchstone 1X 

SOLT to 
microprobe 

Fixture early improved early Improved 
200 MHz 1.3 2.1 1.3 1.3 
1.25 GHz 4.0 4.0 3.9 3.4 
2.5 GHz 6.8 6.2 6.6 5.6 
5 GHz 12.5 13.6 14.9 2.2 
10 GHz N/A N/A 32.2 42.3 
Table 1.  Comparison data for two fixtures using various de-embedding methods 
 
For comparison purposes, a standard 4-port TRL calibration was performed using 
structures included on a fixture designed for testing PCI-express5 cables.  These included 
lines of various lengths as well as opens, shorts, loads, and a 1X thru.  The lengths of the 

                                                 
3 Engen, G. F., Hoer, C. A., “Thru-Reflect-Line: An Improved Technique for Calibrating the Dual Six-Port 
Automatic Network Analyzer,” IEEE Trans. Microwave Theory and Techniques, Devcember, 1979. 
4 Reynoso-Hernandez, J. A., Inzunza-Gonzales, E., “Comparison of LRL(m), TRM, TRRM and TAR, 
Calibration Techniques using the Straightforward De-embedding Method,” IEEE Transactions on xxx, 
1980. 
5 PCI-express is a trademark of the PCI Special Interest Group. 



thrus are designed such that they are usable over a specific frequency range which is a 
subset of the desired measurement range as required by the TRL method.  However, a 1X 
thru was not included in the design so the normal SOLT error correction technique 
described above cannot be used for measurements taken using this fixture.  Table 2 lists 
the results for two the SOLT methods and one TRL case.   The insertion loss results for a 
four meter x16 PCI-express cable are shown in Figure 12 using both the SOLT method 
(calibrated to the cable end) and the TRL method. 
 
frequency SOLT to cable end, 

algebraic de-embed 
SOLT to cable end, 
no de-embedding 

TRL calibration, on-
board standards 

200 MHz -2.4 -2.6 -2.2 
1.25 GHz -6.5 -7.5 -6.3 
2.5 GHz -9.9 -11.3 -9.4 
5 GHz -16.4 -18.4 -15.2 
10 GHz N/A -37.9 -32.3 
Table 2.  SOLT and TRL insertion loss for a four meter PCI-express cable 
 

 
Figure 12.  Insertion loss results for a PCI-e cable using SOLT and TRL calibration 
(vertical units are 10dB/division). 
 
 
In the first SOLT case in Table 2, the algebraic de-embedding method described earlier 
was employed.  In the second case the fixture has not been error corrected because the 
necessary 1X reference thru was not included on the fixture.  In the TRL case the 
calibration is done up to the DUT interface, so the results are inherently error corrected.  
One will observe that the plots in Figure 12 which represent the data in the third and 
fourth columns of Table 2 are quite similar in shape with the TRL case showing a lower 
noise floor at high frequencies.  In all three cases the results are similar with the second 
SOLT case exhibiting higher values as expected due to the contribution of the card traces. 

SOLT to cable end (1X thru not avail.) TRL using on-card standards
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The previous discussion has centered around the measurement of insertion loss with some 
mention of return loss.  In today’s high speed data links, other parameters are also 
becoming increasingly important.  One of those critical parameters is crosstalk.  The 
techniques for measuring near and far end crosstalk (“NEXT” and “FEXT,” respectively) 
are the same as for measuring insertion loss, just the test topology is different – it’s just 
the SDD21 from one pair to either the near or far end of a different pair, rather than from 
the input to output of the same pair.  That said, it can be much more complicated than an 
insertion loss measurement due to the number of relationships and therefore 
measurements involved.  NEXT and FEXT measurements on just three pairs (one pair of 
interest and its two adjacent neighbors) requires a minimum of nine 4-port SDD21 
measurements.  As the number of neighbors of interest increases, the number of 
measurements required increases accordingly.  It also requires some matrix manipulation 
afterwards to combine the data if one desires to simulate the network and include 
crosstalk effects.  Another approach to this problem is to expand the number of 
measurement ports.  For instance, a complete measurement of insertion and return loss 
and crosstalk for the three pairs mentioned earlier can be done in one measurement with 
the use of a 12 port network analyzer. Such multi-port instruments have become available 
in recent years. This eliminates the complicated data manipulation that would be required 
to post-process the results from a four port analyzer. The data management of multiport 
calibration and measurements is typically done by means of Physical Layer Test System 
(PLTS) software tool. 
 
The plots in Figure 13 show the near end crosstalk response of two adjacent neighbors in 
the three meter InfiniBand cable, measured using the early design test fixture.  Both plots 
show peaks at approximately 2.5 GHz, which is the fundamental frequency of operation 
for these 5 Gb/s cables, which is unfortunate.  What’s not known from this measurement 
is how much of that energy is coupled on the test card versus in the cable itself. The 
second two plots show the far end crosstalk response of two adjacent neighbors in the 
three meter InfiniBand cable, measured using the early design test fixture.  Interestingly, 
Sdd41 has peaks at approximately 3 and 6 GHz, while SDD61 (the other neighbor) has a 
small peak at approximately 2.5 GHz like the near end crosstalk data. 
 



 
Figure 13.  Crosstalk plots for three pairs of a 12X InfiniBand cable (vertical units are 
10dB/division). 
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There are other tests that can’t be discussed here due to lack of time and space but are 
nonetheless important.  The testing discussed in this paper has centered primarily on 
those done in the frequency domain and seems to be the trend in the industry.  However, 
testing in the time domain can be extremely valuable as well.  The development of the so-
called “stressed eye” test gives a view of what the receiver circuit will see at the end of 
the channel with all its loss, distortion, and influence of crosstalk from adjacent lanes.  
Given that the eyes are typically closed at high data rates, this test is becoming more and 
more challenging and the IC designers and test equipment companies are adapting to that 
fact with more and more sophisticated capabilities to deal with them.  The subject of how 
to deal with closed eyes in fact is again the subject of a panel discussion at this 
conference.  Although as stated the trend in the industry is toward frequency domain 
testing, traditional time domain parameters like (transient) impedance, skew, and 
crosstalk are often still of interest because unlike frequency domain tests like insertion 
and return loss, these tests provide spatial information that can be extremely valuable for 
the purposes of diagnostics and failure analysis. 
 
Accurate measurements of high-speed cables can be made, but the accuracy of the results 
increasingly relies on well-designed test fixtures.  Some of the potential problems that 
can be encountered with the various calibration and de-embedding techniques have been 

 



illustrated.  There are other considerations that are important for good results, including 
the capabilities of the test equipment.  The next section of the paper addresses some of 
the equipment capabilities and limitations. 
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The preceding discussion has mentioned a number of types of calibration used with 
Vector Network Analyzers.  Why do we need to calibrate test equipment?  Isn’t this 
expensive equipment good as is? To answer these questions, we need to examine the key 
building blocks of a network analyzer, what it measures, and the major contributors of 
measurement errors. Only perfect test equipment would not need correction. 
Imperfections exist in even the finest test equipment and cause less than ideal 
measurement results. Some of the factors that contribute to measurement errors are 
repeatable and predictable over time and temperature and can be removed, while others 
are random and cannot be removed. The basis of network analyzer error correction is the 
measurement of known electrical standards, such as a thru, open circuit, short circuit, and 
precision load impedance. 
 
The most basic 2-port network analyzer consists of a signal source and a switch that 
routes the signal to the forward measurement direction or the reverse measurement 
direction, as shown in Figure 14.  A signal separation device called a coupler is used to 
sample the incident signal and the reflected signal at the input port of a device under test.  
Another coupler is used in a similar fashion to separate the signal at the output port of the 
device under test.  The sampled signals, ao, bo, a3 and b3 shown in Figure 14 can be 
processed to obtain the input reflection and forward transmission characteristics of the 
DUT. 
 

              
Figure 14.  Vector Network Analyzer block diagram 

 
Random errors vary randomly as a function of time. Since they are not predictable, they 
cannot be removed by calibration. The main contributors to random errors are instrument 
noise (e.g.,sampler noise,and the IF noise floor), switch repeatability, and connector 
repeatability. When using network analyzers, noise errors can often be reduced by 
increasing source power, narrowing the IF bandwidth, or by using trace averaging over 
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multiple sweeps.  Drift errors occur when a test system’s performance changes after a 
calibration has been performed. They are primarily caused by temperature variation and 
can be removed by additional calibration. The rate of drift determines how frequently 
additional calibrations are needed. However, by constructing a test environment with 
stable ambient temperature, drift errors can usually be minimized. While test equipment 
may be specified to operate over a temperature range of 0 °C to +55 °C, a more 
controlled temperature range such as +25 °C ±5 °C can improve measurement accuracy 
(and reduce or eliminate the need for periodic recalibration) by minimizing drift errors. 
 
Most of the discussion above has been oriented toward frequency domain measurements 
using a network analyzer.  However, Time Domain Reflectometers (TDRs) are also 
widely used for the types of measurements described earlier, either for direct time domain 
measurements such as crosstalk and skew or for measurements that are then transformed 
into the frequency domain using Fast Fourier Transform (FFT) methods.  Sources of error 
in TDR measurements should also therefore be considered; these can be divided into 
three areas.  The first source of errors is the oscilloscope receiver channels. The second 
area is the step generator itself and thirdly the cables and connectors used to connect to 
the DUT. Figure 15 shows a simplified block diagram of a 4 channel TDR. Each channel 
has a step generator that generates the stimulus to the device under test, a sampler, and an 
analog to digital converter (ADC) to measure the signal. For TDR measurements the 
ADC (e.g. Channel 1) samples the incident pulse and the reflected signals from the 
device under test (DUT). For TDT measurements the signal transmitted through the DUT 
is sampled by the ADC on channel 3.  A common clock triggers each step generator. 
Jitter, timing, and drift will vary slightly between step generators. In addition, the so-
called “true differential” TDR architecture will have additional errors due to the 
imperfect match between two distinct TDR step generators. Because these types of TDRs 
must rely on identically matched risetimes, overshoot, step flatness and skew, there will 
be about 2-3% additional amplitude error in this “true differential” architecture.  For a 
VNA one calibration does it all. It removes the systematic errors due to the instrument, 
test set, and cables used to connect to the DUT. All 48 error terms for a four port 
measurement are removed by connecting a short, open, and load to each port and 
connecting a thru between 4 or all 6 thru paths. Using extremely accurate calibration kits, 
this provides the most accurate measurements of S-parameters for linear devices. The S-
parameter data taken in the frequency domain can be easily transformed into the time 
domain by using an Inverse Fourier Transform. All of the calibration data are stored in a 
single file on the PC.  
 



 
 Figure 15.  Block diagram of a typical time domain reflectometer (TDR) 
 
Calibrating a TDR for all the measurements for a 4 port device is more complicated. The 
process requires more than one calibration. First each of the modules needs to be 
calibrated. This is referred to as a module or vertical channel calibration. All the test 
cables are disconnected from both modules and the calibration required placing a load on 
each channel at the directed time in the calibration process. This calibration calibrated the 
ADCs and timing in the modules. When completed the modules are calibrated to 
connectors on the front of the module. When this is completed the cables are re-
connected to the modules and the second calibration begins.  
 
There are two choices for this second tier calibration using Agilent TDRs. With 
Tektronix TDRs only the first one is possible. A Reference Plane Calibration (RPC) is 
the quickest, but least accurate calibration. All that is required is to leave the test cables 
open and the Physical Layer Test System (PLTS) software will find the end of the cables 
and set the measurement reference planes to that point. This is done for single-ended, 
differential, and common mode reflection measurements for channel. Thrus are then 
connected to each (6) of the thru paths. The RPC calibration removes the delay of the test 
cables by delaying the measurement time appropriately. Note this does not correct for the 
loss in the test cables or the overshoot and ringing of the step generators. For differential 
and common mode measurements any skew in the test cables and step generators is 
automatically removed. The reference plane is then set to the end of the “de-skewed” 
cables.  
 
For Agilent TDRs a more accurate calibration can be used for the third calibration (part 
of the second tier). This process is called normalization. After the RPC calibration 
(leaving an open on each test channel) the normalization process can begin. For single-
ended TDR measurements a Short and Load are placed on each channel. The same is 
repeated for common mode calibration. For differential mode calibration the cross talk 
(or coupling) between stimulus channels is also removed. This requires the following 
steps to calibrate channels 1&2 and channels 3&4:  First, two shorts are places on 
channels 1 and 2. Then the short is removed from channel 1. Then a load is placed on 
channel 1 and finally the short on channel 2 is replaces with a load. The same is repeated 
for channels 3 and 4. The normalization process removes the cable loss, reflections due to 
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source and connector mismatch and cleans up the shape of the step generator. More on 
this will be covered later. To complete all of these normalization steps, 24 normalization 
and 24 setup files are created and stored on the hard drive in the TDR and 2 files are 
stored on the PC. These 50 files are recalled and used when measuring the DUT. The 
management of all of these files is automatically handled when using the PLTS software.   
Note that for all of these calibrations for both the VNA and TDR it was assumed that a 
current factory calibration of the hardware was done. 
 
The most accurate calibration is the VNA calibration, followed by TDR normalization, 
then by a reference plane calibration, followed by a module calibration. The least 
accurate is to do an uncalibrated measurement. An uncalibrated measurement has none of 
the systematic errors removed and is only useful to get a quick idea of the general 
response of the DUT. 
 
Table 3 gives a summary comparison between a TDR and a Programmable Network 
Analyzer (PNA) for approximate reciprocity, repeatability and drift. These data are taken 
by measuring a balanced transmission line device, so users who test other interconnect 
types may not see the same exact results that a user would experience with a significantly 
different device. As we can see, the PNA not only has the capability to collect more 
accurate measurements, but it also exhibits more consistent and stable results over time. 
Most of this is due to the differences in the actual instrument architectures.  It should be 
noted that both types of instruments are available with wider bandwidths than those listed 
here, but it was only deemed fair to compare a 20GHz TDR with a 20 GHz PNA. 
 
Instrument 
type 

Accuracy, % Source 
power or 
amplitude 

Dynamic 
range, dB 

Noise floor, 
dB 

Receiver 
bandwidth 

TDR 0.5-5, depending 
on calibration and 
frequency range 

200 mV 45 30-40 18 

PNA/VNA 0.2-1, depending 
on calibration 

-5 dBm 90 55-110 10 MHz- 20 
GHz 

Table 3.  Comparison of VNA and TDR attributes 
 
Over the years, many different approaches have been developed for removing the effects 
of the test fixture from the measurement, which fall into two fundamental categories: pre-
measurement error correction (calibration) and post-measurement error correction (such 
as de-embedding).  Most pre-measurement error correction requires specialized physical 
calibration standards that are inserted into the measurement. The accuracy of the 
measurement relies on the quality of these physical standards.  Full de-embedding uses a 
model (typically a Touchstone or citifile) of the test fixture and mathematically removes 
the fixture characteristics from the overall measurement. This fixture de-embedding 
procedure can produce very accurate results for the non-coaxial device under test (DUT) 
without complex non-coaxial calibration standards. 
 



As mentioned previously, the availability of multiport instruments has the potential to 
decrease the number of tests and therefore test time required for characterizing multipair 
cables.  Table 4 lists a number of relevant statistics for a twelve port DUT using various 
instruments by number of available ports. 
 
Instrument 2 port VNA 4 port VNA 8 port VNA 12 port VNA 
Touchstone data file .s2p .s4p .s8p .s12p 
Number of measurements 66 15 6 1 
Number of cable 
connect/disconnects 

132 60 48 12 

Number of termination 
connect/disconnects 

132 60 48 None 

Calibration time w/o ECal 3 7 15 23 
Calibration time w/ ECal 1 2 6 8 
Measurement time 
(minutes) 

5+220 4+73 4+53 3+10 

Table 4.  Multiport VNA comparison data 
 
Depending upon the number of port in the test system, the subsequent data file produced 
at the end of the measurement sequence has different information. The most popular file 
type imported into simulators is the Touchstone file format using the .snp format, where n 
equals the number of ports in the test system. If the multiport test system is a full crossbar 
architecture that allows all ports to be sourced and received, then a fully populated [n x n] 
matrix of s-parameter elements is achieved. For proper modeling in Touchstone format, 
each element in the [n x n] matrix must be present. If the device under test includes more 
ports than the test system, then multiple measurement configurations must be made 
(disconnecting and re-connecting cables and terminations). Table 4 summarizes various 
test configurations and how a signal integrity engineer may obtain all the necessary 
information. Of course, the manual concatenation of smaller Touchstone files will need to 
be done if the number of device ports exceeds the number of ports on the test system. 
However, be forewarned that this is a painstakingly lengthy process that is inherently 
error prone. 
 
 
The de-embedding technique is very efficient for dealing with high port count VNA error 
correction. Assuming that the structure to be de-embedded on each channel is identical, 
the simplest 12-port de-embed can be done in about 5-6 minutes using one Touchstone 
file or citifile. Of course, this assumes that the Touchstone file or citifile is available for 
the de-embed process. However, even if the channels are not identical, the 12-port de-
embed can still be accomplished rather quickly, as long as all the 12 different Touchstone 
files corresponding to the 12 structures are available. This methodology simply has the 
user select the appropriate Touchstone file for the right channel and click the “apply de-
embed” button within the PLTS application. This process will take about 4-5 minutes. 
 
The TRL calibration is one error correction technique that gets very complicated and 
drawn out for high port count VNAs. For example, a 12-port TRL calibration was 



actually performed in the Agilent Technologies SI lab and the process took about 3 hours. 
After all was said and done, this was a very accurate error correction. Obviously, this 
Herculean effort is something that is done only once and then another more efficient 
process is undertaken in the future. 
 

�����������	
Today’s telecommunications systems are pushed to the limit by demanding video, voice 
and data requirements. Engineers must utilize advanced design tools to create 
sophisticated network equipment that can transmit serial channel data at 10 gigabits per 
second and above.  Understanding how to characterize crosstalk within differential 
channels is crucial to creating high performance devices including backplanes, line cards, 
memory cards, motherboards, connectors, IC packages, and cables. Leading edge signal 
integrity labs today utilize a highly accurate test methodology using a multiport vector 
network analyzer with Physical Layer Test System software to identify crosstalk 
generating structures. Effects of test fixtures are removed, yielding the characteristics of 
high speed cables alone without their influences.  Backplane measurements utilizing a 
novel 24-port Vector Network Analyzer and the resulting 576 element s-parameter matrix 
have successfully been made with full magnitude and phase error correction. This type of 
tool will undoubtedly enable future super computer interconnects to realize even higher 
data rates that result in more teraflops per second than ever before. 
 
 
 


