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Contemporary supercomputers comprise clustersadswhose collective performance
depends strongly on data bandwidth across theconieect fabric. This places cable
assemblies squarely in the critical path to sygtenfiormance. The accurate
measurement and characterization of cable assesdaliemake or break speed records.
A fundamentally sound methodology of interconndwracterization includes proper
error correction technigues in Vector Network Arzaisbased Physical Layer Test
Systems. Since many digital design engineers arkised by variations in de-
embedding, gating and calibration processes, tpeipwill explain the differences
between these techniques and demonstrate how tiaéeethe ultra-fast hardware
required by supercomputers.

Joseph C. (Jay) Diepenbrocks currently a Senior Technical Staff Member ia th
Interconnect Qualification Engineering departmentBM’s Integrated Supply Chain,
working on the electrical testing, specificationdanodeling of connectors and cables.
Mr. Diepenbrock received the Sc. B. and M. S. degie electrical engineering from
Brown University, Providence, RI, and Syracuse @rsity, Syracuse, NY, respectively.
He has worked in a number of areas in IBM includigplar and CMOS IC design,
analog and digital circuit design, backplane desigd simulation, and network hardware
and server product development. He has contribiotechumber of industry standards
including USB, EIA 364 Test Methods, InfiniBanddaRCIl-express, has authored or co-
authored a number of papers at technical confesgiacel holds nine patents. He is a
member of the IEEE and its EMC and Components, &ack, and Manufacturing
Technology Societies. In his spare time he enjogking and listening to jazz music,
bicycling, woodworking, amateur radio, photograpéuygd Christian fellowship. He may
be reached at jaydiep@us.ibm.com.

Greg Edlund is a Senior Engineer at IBM where he has respditgifor electrical

design verification of IBM enterprise systems. s also worked for Digital Equipment
Corporation, Cray Research, and Supercomputer i@gstélis new book, “Timing
Analysis and Simulation for Signal Integrity Engéng,” reflects his long-term interest in
predicting and measuring operating margins. Wheers Imot sitting in front of his
workstation, he enjoys flying, biking, and creatwating.

Mike Ressois the Signal Integrity Measurement Specialighe Component Test
Division of Agilent Technologies and has over twefite years of experience in the test
and measurement industry. His background includesiésign and development of
electro-optic test instrumentation for aerospact@mmercial applications. His most
recent activity has focused on the complete muttiploaracterization of high speed
digital interconnects using Time Domain Reflectompeind Vector Network Analysis.



He has authored over 30 professional publicatioolsiding a book on signal integrity.
Mike has been awarded one US patent and has tecegved the Agilent “Spark of
Insight” Award for his contribution to the compariye received a Bachelor of Science
degree in Electrical and Computer Engineering ftdmiversity of California.



While supercomputers may be more commonplace titenwere at the dawn of the
information age, the dream of harnessing the rassdpmwer of thousands of processor
cores remains elusive. Some algorithms are mor& $§ nature and do not lend
themselves to being divided into thousands of tingnerical pieces. Those that are
parallel by nature still require the support of golers tailored to a rather unique
computational platform to take full advantage a gigorithm and the hardware. Once
these obstacles are overcome, communication betareerssor cores becomes the
bottleneck.

Imagine a computing platform that uses 1,000 catolésrm the fabric between

processor elements. If an application requirepraltessors to work in concert over the
mesh for some number of days, it is easy to apgiethe high degree of sensitivity to
correctable errors on the fabric. Every bit efosces a retry. Communication across the
cable already imposes a latency tax on the apitaand a high rate of retries can grind
performance into the dirt.

There is a direct correlation between the perfoiceasf a highly parallel code and our
ability to model and measure the electrical charstics of a cable assembly.
Atmospheric simulation is one example of an apgbcathat requires lower bit error
rates than contemporary industry standard spetiditafor chip-to-chip interfaces. The
National Center for Atmospheric Research (NCARsuke Community Climate System
Model (CCSM) to analyze weather behavior on a dlhel*. This model comprises
four separate models that interact with each aihder the direction of the CCSM.

Community Climate System Model

1. Community Atmosphere Model (CAM)
2. Community Sea Ice Model (CSIM)

3. Community Land Model (CLM)

4. Parallel Ocean Program (POP)

Figure 1 shows a simplified view of the CAM. lviles the troposphere into cells 37 by
37 km in latitudinal and longitudinal directionsdaroughly 2 km in the vertical direction.
The model extends 30 km upward from the surfadbeEarth, reaching into the lower
stratosphere. It solves for pressure, temperatunc density of water vapor within each
cell. It also tracks water vapor moving acrossdéieboundaries by applying the
conservation of energy, mass, and momentum anelh&tions of motion.

Using the Bluelce computing platform, the Commu@timate System Model can
simulate one year of global weather in one weel @0 CPU hours) taking 8760 one
hour time steps. IBM recently installed a Powes@®supercomputer at NCAR dubbed
BlueFire, and the next-generation Power7 platfamourrently in development. Data for
CCSM running on BlueFire were not available attthree of submission.

! http://www.vets.ucar.edu/vg/T341/index.shtml



Community Atmospheric Model - Gross Simplification

r  =density

p =pressure

T =mean layer temperature

W = vertical component of absolute vorticity

Newton’s Second Law
Conservation of Energy (Second Law of Thermodynamics)
Conservation of Mass
Conservation of Momentum
Ideal Gas Law

%%

dt =1 hour <:|

dx =37 km

dz =~2km ﬁ

zmax =30 km

Figure 1. Simplified Community Atmospheric Model

The BlueFire supercomputer node card comprisesidbabre Power6 processors
running at 4.7 GHz and 64 4 GB DDR2 DIMMSs runninidp@3 Mbps for a total memory
capacity of 256 GB per node card. Within the saoge card, Power6 processors
communicate with each other across a proprietdeyface.

16 dual core Power6 Processors @ 4.7 GHz

T

SEEZ=-SZEZZ 8 x84 GB DDR2 DIMMs @ 533 Mbps

Figure 2. BlueFire compute node block diagram

Between node cards, data must first stop at aral® lsefore making the hop across a 5
Gbps InfiniBand“? link. The Power6 processor talks to an IBM I0pshihich converts
the data into a PCI Express stream before passaigng to the PCI Express-to-
Infiniband bridge chip. Each frame can hold 14cessor nodes.

2 nfiniBand is a trademark of the InfiniBand Tra#lssociation



Compliance with an industry standard specificatgoa critical step toward enabling
performance of a demanding application on a givatiggm. For comparison, consider
the well-known PCl-express standard, which alloggteer to the reference clock,
transmit chip, receive chip, and interconnect mediai2.5 Gbps, InfiniBand uses a
similar budget that allocates roughly equal pogiohjitter to the transmit chip, receive
chip, and interconnect media.

At 5 Gbps, PCl-express still uses a jitter budget @ye mask, but InfiniBand falls back
on a channel s-parameter specification for the-tdvighip link because the eye may very
well be closed at the receiver input. Since thdeceba sub-component of the link, it still
has an open eye. The InfiniBand Double Data RaER, 5 Gbps) cable insertion loss
specification is plotted in Figure 3.

sdd21

dB  -10 N\

-15

-20

0.5 1.0 15 2.0 25
GHz

Figure 3. InfiniBand DDR cable insertion loss dpeation

Given actual hardware and a signal source of kndten, we can measure the eye and
bit error rate. However, a cable that meets tifieiBand s-parameter and eye mask
specifications may not produce an acceptable ot eate for a platform that requires
simultaneous functionality of thousands of cables.

The majority of the high speed cabled data linkssa today are differential. Key
performance parameters for these cables therafohedie the differential insertion loss
(SDD21), differential return loss (SDD11), near dadend crosstalk (NEXT and FEXT,
respectively), eye opening, and jitter. Othertezlgparameters include in-pair skew
(which manifests itself as insertion loss), transiemmpedance (which shows up in return
loss), and common mode conversion (SCD21 primawlyich affects Electromagnetic
Compatibility. This paper will concentrate on thneasurement of insertion and return
loss and some of the influences on the accuratyosk results.



One of the keys to accurate measurements of higgdsgables is using high quality test
fixtures for making the measurements. In addittbe,calibration methods and error
correction techniques used for what are commorigred to as “de-embedding” or
“adapter removal” are also important. The gentmath “calibration” is acceptable in

most signal integrity applications to refer to pneasurement error correction techniques,
while “de-embedding” is loosely referred to as atpmeasurement error correction
technique. The important thing to remember for kagphe terminology straight is this:
de-embedding implies that the full s-parameter(bieTouchstone file) is utilized for the
structure that is to be de-embedded.

The insertion loss of typical test fixtures canchenparable to that of the wiring losses on
the adapter cards with which the cable under tésbe/used, so is not negligible. In the
example of an early InfiniBand cable test fixtune tnsertion loss is 1.9 dB at the Double
Data Rate fundamental frequency of 2.5 GHz. TbeiplFigure 4 shows the differential
insertion loss of the 2X reference thru on an ety fixture for measuring a 12X
InfiniBand cable. A reference “thru” of some na&uis necessary to remove the effects of
the fixture on the measured data. The plot alsevstsome ripples and non-monotonic
behavior that may be caused by the structure ofdbée, its materials, the design and
manufacturing of the fixture, or a combination #wdr Significant contributors to
inaccurate test results include impedance mismatahé discontinuities, via stubs, skin
losses due to narrow traces, dielectric loss irdtakectric material, poor launch design
and unrepresentative calibration structures.

Early 12X IB test fixture
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Figure 4. Early InfiniBand test fixture and insentloss plot for reference pair

The photograph in Figure 4 shows the fixture withahd 2X reference thrus used for
de-embedding the fixture contribution as well aséhd launch connectors used to
connect the test equipment cables for measureném alevice (in this case a cable)
under test (DUT). Note that any calibration stoues such as shorts, opens, loads, and



reference thrus must be carefully designed in cimlée usable. These structures should
replicate the DUT interface as closely as possibkvoid introducing inaccuracy in the
measurements due to differences in topology fraamhwhich will be measured.

The ideal objective is to remove the effects offtkieire from the measured data, so as to
obtain the critical electrical parameters of theTD&dJone by measurement. The
measurement results may also be used to extractrddtie form of a Touchstone or other
file for use in simulating the cable in an overddhnnel model, without the fixture traces
and connectors. Some of these de-embedding teasigly on a “1X thru” trace or pair
for removal of the fixture effects while others @s&X thru.” Such a 1X structure is
shown in Figure 5.

Launch Card Cable under test
connector receptacle /
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Figure 5. Test fixture de-embedding structure
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Figure 5. Test fixture DUT interface and de-embeddtructure

There is often a problem with the 1X thru refererveleat will be referred to here as the
“extra” SMA. It's the connector at the “output” @iof the reference trace (or pair) to
which one would connect the test cable(s) to teguments for measurement of the thru.
This is of course is not how one would normally mect to the DUT (unless it's an SMA
cable, of course). This connector, typically an/dt similar, would not be present in
the case of the real cable under test - the calatsg receptacle would be there
instead, and could have significantly differentcélieal characteristics.

Figure 6 contains a photo of a later, improvedgtes?X InfiniBand test fixture. It is not
the objective here to critique or criticize any &fie company’s design, it’s just one
example of the many test fixtures available. Tme contains both 1X and 2X reference
thru pairs as did the original “early” design désed above, but adds on-card calibration
as well as crosstalk test structures in the afeass in the photograph. The latter are
included to potentially allow measurement of thesstalk generated due to coupling in
the fixture itself.

The plot in Figure 6 shows the differential insemtioss of the 2X reference thru on the
improved 12X InfiniBand test fixture. Comparisanthat of the early design shows



much less ripple in the characteristic as welloagek insertion loss overall, with 1.2 dB
instead of 1.9 dB at 2.5 GHz.
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Figure 6. Improved InfiniBand test fixture and 2Xerence insertion loss plot

The plots in Figure 7 show the return loss of the fixtures on a DUT cable pair. Both
designs have only about 6 dB of return loss at 4 Glkbugh the improved design does
show somewhat better return loss between 0 andZ Giis improvement is entirely
due to the improved launch connector charactesistic this case, the early design was
changed from an end launch to a surface mounted 8dhAector, and more attention
was given to the internal construction of the dardvoid impedance discontinuities.
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Figure 7. Return loss plots of early and improtest fixtures (vertical units are
10dB/division).

The performance of a test fixture of course inctugh®re than just the traces — the
electrical quality of the launch connectors is &eobig factor. Figure 8 compares the
two fixtures’ time domain profiles on a DUT cablaip One will observe that the end
launch SMA connectors used on the early fixture m@sa clean transition to the board —
the transient impedance through the connector vaeéveen about 85 and 130 Ohms



while on the improved design it's about 95 to 184jg improvement. At the same time,
the DUT interface matching actually is better oa ¢arly board, with a minimum
impedance of 90 Ohms as compared to the improveidmat around 62 Ohms.

SMA launch

9
—

(early) DUT interface (improved)

Figure 8. TDR plots of early and improved testuies (vertical units are 10
Ohms/division).

#

There are a number of calibration techniques thaebeen developed for use with
network analyzers. The most common is the Shogrcmad-Thru (SOLT) method
which requires use of one standard of each of thgmes. Test equipment companies
have also recently developed Electronic Calibrafak.a. Ecal) accessories that greatly
speed up the calibration process. In either desedlibration is typically done
referenced to the end of the test cables thatswé to connector to the Device Under
Test (DUT). From that point different approachas be taken, the simplest of which
will be referred to here as “algebraic” de-embeddilVith this technique the magnitude
of the insertion loss of the DUT plus fixture isasared at each frequency of interest and
the magnitude of the insertion loss of the “2X’tfise thru is simply subtracted at each
frequency to obtain the insertion loss of the DUhis technique subtracts out the
magnitude of the fixture loss but is limited in tlitagnores the phase characteristics of
both the DUT and the fixture. This method can bedusith either a scalar or vector
network analyzer since it doesn’t require the phaf@mation. However, it does not
permit extraction of the s parameter data for #s@ohbedded DUT because it's only a
scalar method. This algebraic de-embedding isigiistontrast to the full or “true” de-
embedding that has been defined earlier in thigpap

A better technique involves measuring both the ntada and phase of the DUT and a
1X reference thru and the resulting Touchstons filee matrix divided to remove the
effect of the fixture from the measurement. THisaurse requires the use of a vector
network analyzer since the phase information isiired, but also allows for export of the
de-embedded s-parameter data for use in simuled@s. This technique has its own



limitations in that measurement of the 1X referetica can be inaccurate due to the
“extra SMA” problem discussed earlier. A third imed of SOLT calibration involves
inclusion of the calibration standards on the figtiiself as on the improved InfiniBand
fixture or a separate card made from the same R@BIp If the standards are carefully
designed this can be a practical solution, b itat a trivial task. In addition, it is also
not necessarily straightforward to derive the nsagselectrical parameters associated
with the standards for use in performing the calilon which are typically supplied by
the manufacturer of the calibration kit in the capurchased standards. Let's examine
the results from some of these techniques whentosegasure an InfiniBand cable
using the test fixtures described earlier.

Figure 9 shows the results using the algebraicaleeelding method and the early test
fixture. Recall that the launch mismatch on thituire had already been of concern. The
curve shapes look pretty similar, with no sign s problems. As a sanity check let’s
look at results from another method and companmathe
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Figure 9. Cable insertion loss, raw measuremardsia-embedded (algebraic) methods
(vertical units are 5dB/division).

Figure 10a shows the results of the Touchstonendeedding with the 1X reference thru,
which shows an obvious problem around 6 GHz whezale-embedded passive cable
exhibits non-passive behavior indicated by posigiaa. This is not good behavior for a
passive device and will likely cause the simulatioproduce erroneous results if indeed
it runs at all. Some of the possible causes figrititlude inaccurate instrument
calibration, the “extra SMA” described earlier,@rtipt de-embedding file, etc.

In order to get around the extra SMA problem anothethod was employed for
measuring the 1X reference thru. The DUT connestts removed and a probe



measurement was performed on one of the DUT pains the SMA launch to the pads
where the DUT connector would normally be attach&his method eliminates the extra
SMA and therefore should provide more accurateltesu

Figure 10b shows the result using a Touchstonefteacted from measurements using a
microprobe at the DUT pad location to eliminate ¢lxera SMA mentioned earlier. The
results again are non-passive, indicating a pasgitmblem with the de-embedding file.
Figure 11a shows a picture of the microprobe ondbkefixture pads, while Figure 11b is
a plot of the Touchstone file passivity check shaythe frequency ranges in which the
data are non-passive. These de-embedded resaltseaefore not usable at higher
frequencies.

Figure 10. Cable insertion loss, de-embedded usiughstone methods with extra
SMA (a) and microprobe (b) (vertical units are 1@difasion).

Figure 11. Microprobe (a) and results of Touchstble passivity check (b).

Table 1 gives a summary comparison for the twaifed using various de-embedding
methods discussed. Most of the points match Wwatlthere are some that are obvious



outliers compared to the others. This would inicme problems with the data that
need to be investigated further. The microproelts at 5 and 10 GHz are especially
suspicious given the large difference between thagees and those for the other
techniques at the same frequencies.

Some of the more advanced calibration techniquestshifve been developed include thru-
reflect-line or TRL (thru-reflect-line), LRL (lineeflect-line), and LRM (line-reflect-
match). Many of these techniques were develop#uedtS National Institute of
Standards and Technology and use on-board cabbratructures but of a different type
than SOLT. No Short or Open standards are requivkith is good because they are
typically the most difficult to design with the gibelectrical properties needed to provide
accurate results. Another advantage is that isdess dependence on the quality of the
test connector launches than in the case of sohee tachniques. Detailed discussion of
those techniques is beyond the scope of this phpethere are a number of references
available in the literature on the subjett

Of the many error correction techniques availalbienultiport systems, the most popular
is SOLT (Short-Open-Load-Thru). This can easilydbee with an electronic calibration
module that has all the characterized standardsibtd one small box under USB
control. It is possible to connect the 4-port elecic calibration module multiple times to
accommodate the higher port count systems. For pbearto calibrate a 12-port VNA,

the Ecal can be connected 3 different times fata bf 4x3 or 12 ports calibrated. This
whole process takes about eight minutes. The altiemis to use a mechanical
calibration kit, but the 12-port calibration takesich longer. Hence, the Ecal is very
popular for SOLT for high port count VNASs.

De-embedding method
Algebraic w/ Algebraic w/ SOLT to cable end, SOLT to
ECal to cable end ECal to cable end Touchstone 1X | microprobe

Fixture early improved early Improved
200 MHz 1.3 2.1 1.3 1.3
1.25 GHz 4.0 4.0 3.9 3.4
2.5 GHz 6.8 6.2 6.6 5.6
5 GHz 12.5 13.6 14.9 2.2
10 GHz N/A N/A 32.2 42.3

Table 1. Comparison data for two fixtures usingaugs de-embedding methods

For comparison purposes, a standard 4-port TRbredion was performed using
structures included on a fixture designed for tesBCl-expresscables. These included
lines of various lengths as well as opens, shimdsls, and a 1X thru. The lengths of the

®Engen, G. F., Hoer, C. A., “Thru-Reflect-Line: Amproved Technique for Calibrating the Dual Six-Por
Automatic Network Analyzer,” IEEE Trans. Microwa¥&eory and Techniques, Devcember, 1979.

* Reynoso-Hernandez, J. A., Inzunza-Gonzales, Enpii@arison of LRL(m), TRM, TRRM and TAR,
Calibration Techniques using the Straightforwarddb@bedding Method,” IEEE Transactions on xxx,
1980.

® PCl-express is a trademark of the PCI SpeciatésteGroup.



thrus are designed such that they are usable cyea@fic frequency range which is a
subset of the desired measurement range as redpyitbeé TRL method. However, a 1X
thru was not included in the design so the norn@lBerror correction technique
described above cannot be used for measuremeets tgkng this fixture. Table 2 lists
the results for two the SOLT methods and one TRiecaThe insertion loss results for a
four meter x16 PCl-express cable are shown in Eid@rusing both the SOLT method
(calibrated to the cable end) and the TRL method.

frequency SOLT to cable end, SOLT to cable end,| TRL calibration, on-
algebraic de-embed no de-embedding board standards

200 MHz -2.4 -2.6 -2.2

1.25 GHz -6.5 -7.5 -6.3

2.5 GHz -9.9 -11.3 -9.4

5 GHz -16.4 -18.4 -15.2

10 GHz N/A -37.9 -32.3

Table 2. SOLT and TRL insertion loss for a fourtend®>Cl-express cable

SOLT to cable end (1X thru not avail.) TRL using on-card standards

Figure 12. Insertion loss results for a PCl-e ealding SOLT and TRL calibration
(vertical units are 10dB/division).

In the first SOLT case in Table 2, the algebraied&edding method described earlier
was employed. In the second case the fixture bbeen error corrected because the
necessary 1X reference thru was not included ofisthee. In the TRL case the
calibration is done up to the DUT interface, sordmults are inherently error corrected.
One will observe that the plots in Figure 12 whiepresent the data in the third and
fourth columns of Table 2 are quite similar in shapth the TRL case showing a lower
noise floor at high frequencies. In all three sabe results are similar with the second
SOLT case exhibiting higher values as expecteddaltiee contribution of the card traces.
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The previous discussion has centered around theureraent of insertion loss with some
mention of return loss. In today’s high speed diates, other parameters are also
becoming increasingly important. One of thosaaaitparameters is crosstalk. The
techniques for measuring near and far end cros§tdlkXT” and “FEXT,” respectively)
are the same as for measuring insertion lossthedest topology is different — it's just
the SDD21 from one pair to either the near or fat ef a different pair, rather than from
the input to output of the same pair. That saidan be much more complicated than an
insertion loss measurement due to the number atioakhips and therefore
measurements involved. NEXT and FEXT measurenw@njagst three pairs (one pair of
interest and its two adjacent neighbors) requinesramum of nine 4-port SDD21
measurements. As the number of neighbors of isiténereases, the number of
measurements required increases accordinglysdtralquires some matrix manipulation
afterwards to combine the data if one desiresmulgsite the network and include
crosstalk effects. Another approach to this pnobie to expand the number of
measurement ports. For instance, a complete nmexasut of insertion and return loss
and crosstalk for the three pairs mentioned eatherbe done in one measurement with
the use of a 12 port network analyzer. Such mulit-jnstruments have become available
in recent years. This eliminates the complicated dzanipulation that would be required
to post-process the results from a four port arslyzhe data management of multiport
calibration and measurements is typically done lpams of Physical Layer Test System
(PLTS) software tool.

The plots in Figure 13 show the near end crosséagonse of two adjacent neighbors in
the three meter InfiniBand cable, measured usiagtrly design test fixture. Both plots
show peaks at approximately 2.5 GHz, which is tmeldmental frequency of operation
for these 5 Gb/s cables, which is unfortunate. ¥8het known from this measurement
is how much of that energy is coupled on the tasd gersus in the cable itself. The
second two plots show the far end crosstalk resgpohevo adjacent neighbors in the
three meter InfiniBand cable, measured using thlg dasign test fixture. Interestingly,
Sdd41 has peaks at approximately 3 and 6 GHz, v@WiB61 (the other neighbor) has a
small peak at approximately 2.5 GHz like the newt erosstalk data.



Figure 13. Crosstalk plots for three pairs of X 12finiBand cable (vertical units are
10dB/division).
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There are other tests that can’t be discusseddugr¢o lack of time and space but are
nonetheless important. The testing discussedsrptper has centered primarily on
those done in the frequency domain and seemstioelteend in the industry. However,
testing in the time domain can be extremely valei@sl well. The development of the so-
called “stressed eye” test gives a view of whatrdoeiver circuit will see at the end of
the channel with all its loss, distortion, and ugfihce of crosstalk from adjacent lanes.
Given that the eyes are typically closed at higla dates, this test is becoming more and
more challenging and the IC designers and tespeatgnt companies are adapting to that
fact with more and more sophisticated capabiliitedeal with them. The subject of how
to deal with closed eyes in fact is again the stilpéa panel discussion at this
conference. Although as stated the trend in tastry is toward frequency domain
testing, traditional time domain parameters likar(sient) impedance, skew, and
crosstalk are often still of interest because @nfiequency domain tests like insertion
and return loss, these tests provide spatial irdtion that can be extremely valuable for
the purposes of diagnostics and failure analysis.

Accurate measurements of high-speed cables caratie,ut the accuracy of the results
increasingly relies on well-designed test fixtur&ome of the potential problems that
can be encountered with the various calibrationdamémbedding techniques have been



illustrated. There are other considerations thairaportant for good results, including
the capabilities of the test equipment. The negtisn of the paper addresses some of
the equipment capabilities and limitations.

The preceding discussion has mentioned a numbgpes of calibration used with
Vector Network Analyzers. Why do we need to calibrtest equipment? Isn’t this
expensive equipment good as is? To answer thestiauge we need to examine the key
building blocks of a network analyzer, what it m@&&s, and the major contributors of
measurement errors. Only perfect test equipmentdvaet need correction.
Imperfections exist in even the finest test equipnasd cause less than ideal
measurement results. Some of the factors thatibateérto measurement errors are
repeatable and predictable over time and temperainual can be removed, while others
are random and cannot be removed. The basis obrieamalyzer error correction is the
measurement of known electrical standards, suehtlasi, open circuit, short circuit, and
precision load impedance.

The most basic 2-port network analyzer consist ©ifnal source and a switch that
routes the signal to the forward measurement dinectr the reverse measurement
direction, as shown in Figure 14. A signal sepanatlevice called a coupler is used to
sample the incident signal and the reflected sigh#ile input port of a device under test.
Another coupler is used in a similar fashion toasage the signal at the output port of the
device under test. The sampled signals, ao, band®3 shown in Figure 14 can be
processed to obtain the input reflection and fodtesnsmission characteristics of the
DUT.
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Figure 14. Vector Network Analyzer block diagram

Random erroryvary randomly as a function of time. Since theyravepredictable, they
cannot be removed by calibration. The main contafsito random errors are instrument
noise (e.g.,sampler noise,and the IF noise fl@wvjtch repeatability, and connector
repeatability. When using network analyzers, neisers can often be reduced by
increasing source power, narrowing the IF bandwidthby using trace averaging over



multiple sweeps Drift errors occur when a test system’s performance changesaafte
calibration has been performed. They are primaalysed by temperature variation and
can be removed by additional calibration. The dditérift determines how frequently
additional calibrations are needed. However, bystroting a test environment with
stable ambient temperature, drift errors can ugteIminimized. While test equipment
may be specified to operate over a temperatureerah °C to +55 °C, a more
controlled temperature range such as +25 °C +5afdraprove measurement accuracy
(and reduce or eliminate the need for periodiclieion) by minimizing drift errors.

Most of the discussion above has been orientedrtbfsaguency domain measurements
using a network analyzer. However, Time Domainéxdmeters (TDRs) are also
widely used for the types of measurements descebéddr, either for direct time domain
measurements such as crosstalk and skew or folunegasnts that are then transformed
into the frequency domain using Fast Fourier Trammsf(FFT) methods. Sources of error
in TDR measurements should also therefore be cereigthese can be divided into
three areas. The first source of errors is thdloscope receiver channels. The second
area is the step generator itself and thirdly ei@es and connectors used to connect to
the DUT. Figure 15 shows a simplified block diagraia 4 channel TDR. Each channel
has a step generator that generates the stimuthe ttevice under test, a sampler, and an
analog to digital converter (ADC) to measure tlgnal. For TDR measurements the
ADC (e.g. Channel 1) samples the incident pulsethadeflected signals from the
device under test (DUT). For TDT measurements ieastransmitted through the DUT
is sampled by the ADC on channel 3. A common cloggers each step generator.
Jitter, timing, and drift will vary slightly betweestep generators. In addition, the so-
called “true differential” TDR architecture will kka additional errors due to the
imperfect match between two distinct TDR step gatoes. Because these types of TDRs
must rely on identically matched risetimes, oveahstep flatness and skew, there will
be about 2-3% additional amplitude error in thrsiétdifferential” architecture. For a
VNA one calibration does it all. It removes thetsysatic errors due to the instrument,
test set, and cables used to connect to the DUHR8A¢rror terms for a four port
measurement are removed by connecting a short, apdrioad to each port and
connecting a thru between 4 or all 6 thru pathsngJextremely accurate calibration Kits,
this provides the most accurate measurements ef&veters for linear devices. The S-
parameter data taken in the frequency domain caasiéy transformed into the time
domain by using an Inverse Fourier Transform. Allhe calibration data are stored in a
single file on the PC.



ADC ADC
Channel 1 Channel 2
>e— DUT <
4 4 L 4 4
Clock Step Device Front Sampler
Trigger Generator Reference Panel & ADC
Plane

Figure 15. Block diagram of a typical time domeaflectometer (TDR)

Calibrating a TDR for all the measurements for@o# device is more complicated. The
process requires more than one calibration. Fash @f the modules needs to be
calibrated. This is referred to as a module origarthannel calibration. All the test
cables are disconnected from both modules andafiteation required placing a load on
each channel at the directed time in the calibngti@cess. This calibration calibrated the
ADCs and timing in the modules. When completedntioglules are calibrated to
connectors on the front of the module. When thompleted the cables are re-
connected to the modules and the second calibraggms.

There are two choices for this second tier calibratising Agilent TDRs. With

Tektronix TDRs only the first one is possible. Af&ence Plane Calibration (RPC) is
the quickest, but least accurate calibration. Adittis required is to leave the test cables
open and the Physical Layer Test System (PLTS)vaoét will find the end of the cables
and set the measurement reference planes to timat phis is done for single-ended,
differential, and common mode reflection measurdasar channel. Thrus are then
connected to each (6) of the thru paths. The RHGraaon removes the delay of the test
cables by delaying the measurement time appropyridtete this does not correct for the
loss in the test cables or the overshoot and rgngfrthe step generators. For differential
and common mode measurements any skew in thealgisiscand step generators is
automatically removed. The reference plane is Hetrio the end of the “de-skewed”
cables.

For Agilent TDRs a more accurate calibration cam&ed for the third calibration (part

of the second tier). This process is called normaéibbn. After the RPC calibration

(leaving an open on each test channel) the noratadiz process can begin. For single-
ended TDR measurements a Short and Load are pbacedch channel. The same is
repeated for common mode calibration. For diffaeémhode calibration the cross talk

(or coupling) between stimulus channels is alsooneed. This requires the following
steps to calibrate channels 1&2 and channels 3&#st, two shorts are places on
channels 1 and 2. Then the short is removed fraamredl 1. Then a load is placed on
channel 1 and finally the short on channel 2 isaeggs with a load. The same is repeated
for channels 3 and 4. The normalization proces®vesthe cable loss, reflections due to



source and connector mismatch and cleans up tipe slidhe step generator. More on
this will be covered later. To complete all of thewrmalization steps, 24 normalization
and 24 setup files are created and stored on tioednae in the TDR and 2 files are
stored on the PC. These 50 files are recalled aad when measuring the DUT. The
management of all of these files is automaticaflpdied when using the PLTS software.
Note that for all of these calibrations for botle MNA and TDR it was assumed that a
current factory calibration of the hardware waselon

The most accurate calibration is the VNA calibmatiftollowed by TDR normalization,
then by a reference plane calibration, followedabyiodule calibration. The least
accurate is to do an uncalibrated measurementngalibrated measurement has none of
the systematic errors removed and is only usefgkta quick idea of the general
response of the DUT.

Table 3 gives a summary comparison between a TRRad&rogrammable Network
Analyzer (PNA) for approximate reciprocity, repdalisy and drift. These data are taken
by measuring a balanced transmission line devecesers who test other interconnect
types may not see the same exact results thar avosé experience with a significantly
different device. As we can see, the PNA not orly the capability to collect more
accurate measurements, but it also exhibits marsistent and stable results over time.
Most of this is due to the differences in the akctastrument architectures. It should be
noted that both types of instruments are availalile wider bandwidths than those listed
here, but it was only deemed fair to compare a 20GBR with a 20 GHz PNA.

Instrument | Accuracy, % Source | Dynamic | Noise floor, | Receiver

type power or | range, dB | dB bandwidth
amplitude

TDR 0.5-5, depending | 200 mV | 45 30-40 18

on calibration and
frequency range

PNA/VNA | 0.2-1, depending | -5 dBm 90 55-110 10 MHz- 2(
on calibration GHz

Table 3. Comparison of VNA and TDR attributes

Over the years, many different approaches have tbe@egloped for removing the effects
of the test fixture from the measurement, whichifab two fundamental categories: pre-
measurement error correction (calibration) and-posasurement error correction (such
as de-embedding). Most pre-measurement erroratamerequires specialized physical
calibration standards that are inserted into thasmement. The accuracy of the
measurement relies on the quality of these physteadards. Full de-embedding uses a
model (typically a Touchstone or citifile) of thest fixture and mathematically removes
the fixture characteristics from the overall measuent. This fixture de-embedding
procedure can produce very accurate results fondhecoaxial device under test (DUT)
without complex non-coaxial calibration standards.



As mentioned previously, the availability of muttip instruments has the potential to
decrease the number of tests and therefore testréiquired for characterizing multipair
cables. Table 4 lists a number of relevant stesigor a twelve port DUT using various
instruments by number of available ports.

Instrument 2 port VNA| 4 port VNA 8 port VNA 12 poviNA
Touchstone data file .S2p .s4p .S8p .S12p
Number of measurement 66 15 6 1
Number of cable 132 60 48 12
connect/disconnects

Number of termination 132 60 48 None
connect/disconnects

Calibration time w/o ECal 3 7 15 23
Calibration time w/ ECal 1 2 6 8
Measurement time 5+220 4+73 4+53 3+10
(minutes)

Table 4. Multiport VNA comparison data

Depending upon the number of port in the test systke subsequent data file produced
at the end of the measurement sequence has dtffafermation. The most popular file
type imported into simulators is the Touchstone fidrmat using the .snp format, where n
equals the number of ports in the test systenhelimultiport test system is a full crossbar
architecture that allows all ports to be sourcedi rteived, then a fully populated [n x n]
matrix of s-parameter elements is achieved. Fgpgrranodeling in Touchstone format,
each element in the [n x n] matrix must be predétie device under test includes more
ports than the test system, then multiple measureomnfigurations must be made
(disconnecting and re-connecting cables and tetioimg). Table 4 summarizes various
test configurations and how a signal integrity eegr may obtain all the necessary
information. Of course, the manual concatenatiosnadller Touchstone files will need to
be done if the number of device ports exceeds tingber of ports on the test system.
However, be forewarned that this is a painstakitghgthy process that is inherently
error prone.

The de-embedding technique is very efficient faaliohg with high port count VNA error
correction. Assuming that the structure to be déedded on each channel is identical,
the simplest 12-port de-embed can be done in &6uninutes using one Touchstone
file or citifile. Of course, this assumes that Traichstone file or citifile is available for
the de-embed process. However, even if the chaanelsot identical, the 12-port de-
embed can still be accomplished rather quicklypag as all the 12 different Touchstone
files corresponding to the 12 structures are alkalarhis methodology simply has the
user select the appropriate Touchstone file forigte channel and click the “apply de-
embed” button within the PLTS application. This gaes will take about 4-5 minutes.

The TRL calibration is one error correction techugighat gets very complicated and
drawn out for high port count VNAs. For exampld,2aport TRL calibration was



actually performed in the Agilent Technologies & bnd the process took about 3 hours.
After all was said and done, this was a very adeugeror correction. Obviously, this
Herculean effort is something that is done onlyeoard then another more efficient
process is undertaken in the future.

Today'’s telecommunications systems are pushecktorttit by demanding video, voice
and data requirements. Engineers must utilize ashdadesign tools to create
sophisticated network equipment that can transenialschannel data at 10 gigabits per
second and above. Understanding how to charaetertsstalk within differential
channels is crucial to creating high performancgas including backplanes, line cards,
memory cards, motherboards, connectors, IC packagdscables. Leading edge signal
integrity labs today utilize a highly accurate testthodology using a multiport vector
network analyzer with Physical Layer Test Systeftwsre to identify crosstalk
generating structures. Effects of test fixturesrareoved, yielding the characteristics of
high speed cables alone without their influend@ackplane measurements utilizing a
novel 24-port Vector Network Analyzer and the résgl576 element s-parameter matrix
have successfully been made with full magnitude@rake error correction. This type of
tool will undoubtedly enable future super compuméerconnects to realize even higher
data rates that result in more teraflops per setiveml ever before.



